Several questions are answered below:

#################

#####

##### QUESTION 1:

#####

#################

I am trying to perform a t test to find the differences in means between spm0 and spm12 ...

##### ANSWER 1:

Okay, so there isn't really a question there, but I have an answer nonetheless: 

The question calls for analysis of spermidine levels. Those variables are labeled spd0, spd6, spd12. Do not use spermine levels, which are labeled spm0, spm6, spm12. (Welcome to my life-- I spend an awful lot of it dealing with variables that I have never heard of.)

#################

#####

##### QUESTION 2:

#####

#################

How do I find the difference in means for spermidine at 12 months (spd12) and spermidine at time of randomizatin (spd0)? I tried to do

ttest spd0=spd12 if dose==0

that gives me results, but because some subjects are missing the spd12 measurements, it seems to be ignoring those subjects' spd0 measurements. Is this correct?

##### ANSWER 2:

That is one of the correct ways to work this problem.

The other way is to create a new variable:

g spddiff= spd12 - spd0

and then do a one sample t test:

ttest spddiff=0 if dose==0

And, yes, either way does ignore the cases for which either the spd0 or the

spd12 measurements are missing. This is a standard, if not necessarily correct, approach. (The correct approach is to not have missing data.)

Toward the end of the quarter we will describe another approach that could be used that would not delete the baseline vales for those cases. But that does not solve the problem of missing the other values. There is always a scientific question involved here: What is different about the cases who are missing data? 

Could they have dropped out because their spermidine levels are too high or too low? How can we tell?

For the nonce, it is sufficient to note the problem with the missing data, and then test for differences on those subjects who have data for both. You could compare the other characteristics of the patients who are or are not missing data. While useful, however, that does not entirely answer the dilemma.

#################

#####

##### QUESTION 3:

#####

#################

When I try to do a paired t test for the dose 0.4 group, Stata tells me there are no observations. But when I table dose, it tells me that there are observations? What gives?

##### ANSWER

There is apparently a clash between the precision with which Stata stores data in its datasets and the precision with which it reads in data from the command line. The number 0.4 cannot be represented exactly in base 2.

The default is to store data as single precision (type "float" with 7 digits accuracy), but to do computations in double precision (type "double" with 16 digits accuracy).

For instance, if I table dose:

. table dose

----------------------

      dose |      Freq.

----------+-----------

         0 |         32

      .075 |         29

        .2 |         25

        .4 |         28

----------------------

There are 28 subjects in what appears to be the dose 0.4 group.

But if I create a new variable grbg by subtracting 0.4 from dose, I get

. g grbg=dose-0.4

. table grbg

----------------------

      grbg |      Freq.

----------+-----------

       -.4 |         32

     -.325 |         29

       -.2 |         25

  5.96e-09 |         28

----------------------

So when we type in 0.4, it is represented to 16 digits accuracy, while the data stored in variable dose is actually represented as 0.3999999404.

This is of course stupid of Stata, but you can find this clash in many

programs: In the old days we would store things in single precision to save space, but nowadays we always tend to use double precision for calculations.

To get around this you could do

ttest spd0=spd12 if dose=float(0.4)

or you could try

ttest spd0=spd12 if dose > 0.3

#################

#####

##### QUESTION 4:

#####

#################

When we do the t test to see if the mean spermidine level changed after 12 months based on ratios, I am creating a ratio similar to the example of testing differences on the right and left leg in class lecture.

One problem.  Would the ratio be spd0/spd12 or spd12/spd0?

One would think that if we got these two mixed up, they would give similar values, but they do not.

##### ANSWER

You have found one of the reasons that we do not like to analyze ratios directly in statistics.

While it is true that we would think (or at least hope) that we would reach the same conclusions whether we use spd12/spd0 or spd0/spd12, it is unfortunately not true.

This is because of a theorem called "Jensen's inequality". (The Biostat 514 students have had two problems dealing with this.)

This inequality says that for a function g(x), the average of the function is not typically the function of the average, UNLESS the function is just a linear transformation of X (so we can multiply X by a constant and add a constant, but nothing else).

So, for instance, the average of X^2 is not the square of the average of X. 

Similarly, the average of 1/X is not the reciprocal of the average of X.

(Jensens's inequality gives the direction of the inequality according to whether the function is concave or convex. Convex functions are those that if you connect any two points, the line lies above the function. Of course, some functions are neither always convex or always concave.)

Confronted with this dilemma, then, what would I do? I would tend to put spd12 in the numerator for two reasons. First, our question relates to how spd12 changes from spd0, and that is most easily described when spd0 is the denominator. We will be able to say something like: After 12 months of treatment the spermidine level decreased by 60%.

Secondly, ratios are "badly behaved statistically" when the denominator can be close to zero. ("badly behaved" means highly variable with lots of outliers.) Since we are hoping that DFMO will lower spermidine, then we would likely have worse behaved ratios using spd0/spd12 than with spd12/spd0.

#################

#####

##### QUESTION 5:

#####

#################

When trying to answer the question about the geometric means, I find that one value is 0. This then becomes a missing value when I take the log. What should I do?

##### ANSWER:

This is always a difficult question to answer, because there is no absolutely correct approach. But there are some more or less standard approaches.

If this is truly a zero, then it is inadvisable to use the geometric mean as a basis for inference. (And I am a fool to ask you to do it.)

However, in this case it is highly unlikely that this is truly a zero. Instead it is below some lower limit of detectability. One standard approach is to define zeroes to be half the lower limit of detectability. For some assays, such a lower limit of detectability is well-known. When you don't know that lower limit, then it might be reasonable to take half the lowest value seen in the nonzero values.

You do need to be careful when choosing the value to use. While choosing a number like 0.000000000001 might seem good on an additive scale, when you take the log, that will become a huge negative outlier. Using half the minimum value will tend to avoid introducing those outliers, but we don't really know that that is the correct thing to do. It is just a "standard" thing to do.
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